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1. Introduction
Measurement and theoretical prediction of mag-

netic properties have become an essential tool for the
chemical community. Today, NMR spectroscopy is
probably the most powerful of all analytical tech-
niques used routinely in chemistry and biochemistry.
It has now been about 60 years since the phenomenon
was first observed experimentally and since the
theory for magnetic shielding of nuclei in molecules
was developed. Quantum chemical shielding tensor
calculations can nowadays be performed with a very
high accuracy and are routinely used to predict the
NMR resonance lines of molecules.

The energy levels studied in NMR spectroscopy are
the spin eigenstates of chemically bonded nuclei in
the presence of an external magnetic field. The
nuclear magnetic moment of an NMR active nucleus
can align with an externally applied magnetic field
of strength BBext in only 2I + 1 ways, either reinforcing
or opposing BBext. The precise resonant frequencies are
associated with transitions between these different
energy levels, which depend on the effective magnetic
field at the nucleus. The effective magnetic field is
the superposition of the external magnetic field BBext
and that of the field induced by the electrons of the
molecule itself, BBind, at the position of the nucleus.
The induced field, and hence the shielding tensor at
the nucleus σb, is characteristic for the electron
distribution, and hence the structure, of the molecule.
This makes NMR such a powerful analytical tool.

Experimentally, the nuclear magnetic shielding
tensor issso farsinaccessible, but the chemical shift
tensor, δB, which is the difference of the shielding
tensor with respect to that of a reference compound,
is obtained at the position of the nuclei. The theory
of the nuclear magnetic shielding was outlined orig-
inally by Ramsey.1 Within this formalism, the energy
of a molecule in the presence of an external magnetic
field, BBext, and of a nucleus with a magnetic moment,
µb, can be expressed in a Taylor series expansion with
respect to BBext and µb. Τhe components of the shielding
tensor σRâ are hence the bilinear second-order expan-
sion coefficients in this series, defined as the second
derivatives of the total energy of the system, E, with
respect to the external magnetic field, BBext, and the
magnetic moment of the nucleus µb:

Ramsey applied straightforward perturbation theory
to derive explicit expressions for the shielding tensor.
As it will be shown below, these expressions may be
written also in terms of classical electrodynamics as
the interaction between the magnetic moment µb and
the current density jb(rb), induced by the external
magnetic field as given in Biot-Savart’s law. The
induced magnetic field (IMF) can be calculated from
Biot-Savart’s law at any point in space, independent
of the presence of a nucleus. This allows one to
introduce a tensorial shielding function, σbb(rb). The
magnetic shielding function can be pictorially under-
stood: The external field BBext creates a current
density in the molecule. This current density induces
another magnetic field. This induced field “shields”
the external field, and in NMR experiment, the nuclei
experience a field, different from BBext by the induced
field, following the relation

Beside the induced current density, this magnetic
shielding function will be the central quantity dis-
cussed in this review, as most approaches treating
electron delocalization in terms of magnetic proper-
ties relate directly to either of these two functions in
space.

The history of quantitative shielding calculations
is not as long as one might expect from the date of
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the rigorous formulation of the theory in 1950.1 The
most significant progress has indeed been achieved
during the past decade (for a recent overview, see ref
2). There are a number of difficulties with magnetic
properties that prevented early success of quantum-
chemical techniques. An example is the well-known
gauge-origin problem, which limited the applicabil-
ity and accuracy of the pioneering computations of
Lipscomb.3 The establishment of practical and ef-
ficient solutions for the gauge problem caused the

breakthrough in the field of NMR chemical shift
calculations.

For instance, the gauge-including atomic orbitals
(in the original work called gauge-invariant atomic
orbitals, GIAOs) suggested by London4 depend ex-
plicitly on the magnetic field. They were first used
for semiempirical computations by Hameka5 and
Pople6 and later by Ditchfield7 to calculate NMR
shielding tensors from ab initio molecular orbital
wave functions. Since then, Häser et al.8 and Wolin-
ski and Pulay9 improved the efficiency of the GIAO
approach and demonstrated that modern analytical
derivative theory10 can be efficiently used for the
calculation of the magnetic shielding, making the
method practical for large molecules.8,11 The GIAO
approach has been extended by Jørgensen and co-
workers to include multiconfigurational self-consis-
tent field interactions for calculations of NMR shield-
ing tensors.12,13 The method has been generalized to
include various post-Hartree-Fock (HF) treatments
of electron correlation14 including many-body pertur-
bation theory14,15 and coupled cluster theory.16 A
recent review of Gauss and Stanton is strongly
recommended.17 One of the most popular alternatives
to the GIAO method is the mathematically and
computationally less demanding “individual gauge
for localized orbitals” (IGLO) method, preluded by the
pioneering work of Staemmler18 and first formulated
in a rigorous way by Kutzelnigg.19 The IGLO method
allowed the first ab initio NMR computations for
larger systems and, hence, initiated this rather recent
field of quantum chemistry.20-22 A further, related,
alternative to treat the gauge problem is the localized
orbital/local origin (LORG) approach of Hansen and
Bouman.23 The IGLO and LORG methods express the
shielding tensor in terms of localized molecular
orbitals (LMOs) and choose an individual gauge
origin for each LMO. Another choice of distributed
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gauge origin has been suggested by Bader and Keith.
They introduced the individual gauges for atoms in
molecules24 and continuous set of gauge transforma-
tions (CSGT)25 methods, the latter one denoted
continuous transformation of the origin of the cur-
rent density (CTOCD) by Lazzeretti, Malagoli, and
Zanasi.26

The computation of magnetic properties using
density functional theory (DFT) meets fundamental
limitations within the formulation of the theory by
Hohenberg, Kohn, and Sham.27,28 The Hohenberg-
Kohn theorem has been extended to the fully rela-
tivistic case, including the external magnetic field,
by Rajagopal and Callaway.29,30 Eschrig, Seifert, and
Ziesche formulated Kohn-Sham-like equations, which
explicitly include the magnetic field,31 and the ap-
plication of this approach to calculations of nu-
clear magnetic shielding in molecules was demon-
strated.32-35 So far, no reasonable exchange correla-
tion (XC) current density functional has been pro-
posed yet and computations have been limited to an
uncoupled perturbation theory within DFT. The
application of uncoupled DFT for the computation of
NMR chemical shifts has been rather successful,2,36-38

but for heavier nuclei, some limitations apply.39 The
work on current density-dependent XC functionals
has been continued40-49 but without coming up with
an applicable solution. The theoretical framework of
DFT for the computation of the magnetic shielding
will be revisited in the next section. Despite the
remarkable success of DFT in various domains in the
early nineties, valuable DFT implementations of the
NMR shielding tensor are quite recent. The earliest
attempts (see, for example, ref 35) do not address the
gauge problem at all. Accordingly, the results were
unreliable. Friedrich et al.33,34 were the first to
combine the GIAO method4,7 with DFT, but their
implementation was restricted by the use of the XR
approximation32-34,50,51 for the XC energy functional
and to minimal basis sets. In the early 1990s, Malkin
and co-workers published a series of pioneering
papers on the calculation of NMR properties, includ-
ing shieldings, within DFT.36,52-54 In their implemen-
tation, they combine modern DFT with the IGLO
method.18-20 Furthermore, they introduced somewhat
ad hoc a correction term to simulate the current
dependency of the XC functional and thus improved
the agreement of the calculated shieldings with
experimental results.36,38 More recent implementa-
tions of the GIAO technique within the DFT formal-
ism have been subsequently proposed by Schrecken-
bach37 and Cheeseman.55

In this article, we discuss the magnetic shielding
as a function in space, the shielding function. Already
in 1958, Johnson and Bovey discussed the isotropic
shielding as a function of the position within a
coordinate system centered at the molecule.56 The
same quantity has been entitled differently in the
following decades, and a manifold of methods have
been established, which are directly related to the
shielding function. The tensorial magnetic shielding
function is given as a Cartesian tensor at any point
in space. Usually, the coordinate system of the
molecule in standard orientation is chosen. The same

quantity has been calledsin a somewhat misleading
waysnuclear magnetic shielding density by Jameson
and Buckingham.57,58 Later, Hansen and his group
used the term molecular magnetic shielding field.59

The isotropic values of the tensorial magnetic shield-
ing function can be discussed by its values in space
or by isoshielding surfaces and lines. Also, they have
been introduced in the pioneering work of Johnson
and Bovey as early as 1958.56 Nowadays, it is most
common to compute the negative isotropic magnetic
shielding function at selected positions in space. This
has been called nucleus-independent chemical shift
(NICS) by Schleyer and his group60 and is today the
most commonly applied probe of aromaticity,61 for
example. It was also Schleyer and his group who
suggested that the shielding function, or rather
NICS, should be computed at several positions in and
around the moleculesso-called NICS gridssto gain
a better understanding of the degree of (local) “aro-
maticity” of the studied molecule.62-64 Wolinski used
the terms shielding surface and neutron chemical
shifts for the isotropic shielding function in mol-
ecules,65 while Klod and Kleinpeter called the iso-
surface of the same quantity isochemical shielding
surface (ICSS).66 People had quite different motiva-
tion to compute the shielding function at points
different from the nuclei: Already in the original
work, where a semiempirical shielding function was
used to access 1H NMR chemical shifts with great
precision,56 the shielding function around the ben-
zene molecule was computed for “curiosity”. Later,
the shielding function was investigated to gain
more information on the electronic structure of a
molecule57,58,65 and to have a probe of aromatic-
ity.59,60,62,66

This review interprets the approaches that are
used in the literature to discuss electron delocaliza-
tion and aromaticity in terms of magnetic shieldings
and current densities. It is structured as follows: In
section 2, the basic theory for the computation of the
tensorial magnetic shielding function of a molecule
is reviewed. It will be shown that the shielding
function in a molecule can be computed at any
position in space and that at positions of the nuclei
the shielding function is identical to NMR chemical
shielding tensors. Special emphasis is given to the
computation of the shielding function using DFT, on
which most of the applications discussed in this
review are based. Readers less interested in the
theoretical background might eventually skip section
2. In section 3, the special magnetic properties of
aromatic molecules are discussed, both in terms of
the ring current model and in terms of electron
delocalization. The special role of electron delocal-
ization of π-systems of carbon structures is discussed
from the viewpoint of the establishment of semiem-
pirical methods and in terms of various applications
on carbon structures. In the fourth section, we discuss
several models, which are related to the current
density, namely, the mapping of the current density
in several approaches, the topological analysis of the
current density, the anisotropy of the current (in-
duced) density (ACID) approach, and the aromatic
ring current shielding (ARCS) method. The fifth
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section deals with methods that are directly related
to the computation of the magnetic shielding function
in and around molecules. We will show that a number
of approaches are equivalent with the computation
of the magnetic shielding function, as either a tensor
or their isotropic value. As these approaches have
been developed to suit different purposes, a unifica-
tion of the terminology will be helpful for the general
chemical community. The IMF can be computed
directly from the shielding function and is also
reviewed in section 5. Finally, in section 6, we
compare the results of most of the methods discussed
in this review on four illustrative molecules: The
aromatic standard, benzene; the antiaromatic stan-
dard, D2h cyclobutadiene; and the Al4

2- and Al4
4-

clusters, which led to controversial interpretations
of aromaticity in the recent literature.

2. Interaction of Molecules with Magnetic Fields:
The Shielding Function

Numerous methods for the calculation of magnetic
shielding tensors in molecules have been developed
since the fundamental formulation of the theory for
nuclear magnetic shielding by Ramsey.1 Most of these
methods are based on HF perturbation theory. LCAO
“ab initio” calculations with large basis sets have
been performed within the coupled HF (CHF) per-
turbation theory for quite a long time (see, for
example, ref 3). A great progress has been achieved
by the use of proper gauge transformations, in
particular in the CHF calculations.7 Simplified vari-
ants of the CHF scheme were used by several
authors.67-70 Especially, the uncoupled HF perturba-
tion theory has been applied widely in the past (see,
for example, refs 67 and 68). Finally, the methods of
gauge transformations brought also remarkable suc-
cess in the calculations of shielding constants also of
larger molecules.19-22

Several reviews on calculations of NMR shielding
tensors have been publishedssee, for example, refs
2, 61, 71, and 72. Because, in principle, these methods
are all applicable to calculate the magnetic shielding
function of diamagnetic molecules, a short review of
the derivation of the basic theory will be given here.
(Conventions in this section are as follows: k denotes
indices of nuclei, j denotes orbital indices, arrows
denote vectors, and stacked arrows denote matrices
and two-dimensional tensors. Lower indices give the
order of the wave function, while upper indices in
parentheses denote the perturbation order in BB.) The
current density jb(rb) of a diamagnetic molecule in a
stationary external magnetic field BBext in the elec-
tronic ground state with the corresponding wave
function Ψ0 is given by:

where AB is the vector potential of the external
magnetic field. The induced field BBind at any point rbk

of a molecule in an external magnetic field BBext can
be calculated using Biot-Savart’s law:

Alternatively to the induced field, a tensorial shield-
ing function σBb(rbk) (σBb T σRâ) may be introduced to
describe the response of the electronic system in a
molecule to the external magnetic field:

This shielding function is just the generalization of
the shielding tensor in NMR spectroscopy, where the
induced field, respectively, the shielding field, is
needed only at a few specific points in space, namely,
at the positions of the nuclei.

For the calculation of the induced field via Biot-
Savart’s law, the current density jb has to be calcu-
lated from the wave function Ψ0 under consideration
of the external magnetic field. The Hamiltonian for
a diamagnetic molecule with N electrons in a station-
ary external magnetic field (BBext) has the following
form:

V stands as a shorthand for the electron nucleus as
well as for the electron-electron interaction poten-
tial, and pb̂k is the momentum operator. AB is the
vector potential of the external magnetic field, for
which the Coulomb gauge

is chosen. Furthermore, it has been considered that
∇B‚AB ) 0. Consideration of only linear terms in the
magnetic field (“weak perturbation”), the perturba-
tion operator of the external magnetic field Ĥ(1) (Ĥ
) Ĥ(0) + Ĥ(1)) is given by:

where L̂B denotes the angular momentum operator.
The current density jb(rb) may be expanded in a

Taylor series in BBext:

where jb(1)(rb) is the current density in a molecule
without external magnetic field. It vanishes for
molecules without a permanent magnetic moment.
With a corresponding expansion of the wave function:

the current density up to linear terms in the magnetic
field may then be written as:

jb(rb) ) i
2

[(∇BΨ*
0)Ψ0 - Ψ*

0(∇BΨ0)] - 1
c

ABΨ*
0Ψ0 (2.1)

BBind(rbk) ) 1
c ∫ jb(rb) × rbk

rk
3

d3r (2.2)

(BBind)R ) - ∑
â)1

3

σRâ (BBext)â (2.3)

Ĥ ) ∑
k)1

N [pb̂k
2

2 - 1
2c AB ‚ pb̂k + 1

2c2AB
2] + V (2.4)

AB(rb) ) 1
2

(BB × rb) (2.5)

Ĥ(1) ) - i
2c

(BBext × rb) ‚ ∇B ) 1
2c

BBext ‚ LB (2.6)

jb(rb) ) jb(0)(rb) + jb(1)(rb) + ...

jb(1)(rb) ) BBext jBB(1)(rb) with ( jBB(1)(rb))Râ )
∂( jb(rb))R

∂(BB)â

(2.7)

Ψ0(BBext) ) Ψ0
(0) + i BBext ‚ ΨB 0

(1) + ... (2.8)
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Using only these linear terms in Biot-Savart’s law,
one obtains for the shielding function:

where IBB denotes the identity matrix. As for the
NMR shielding tensors, the first term is called the
diamagnetic contribution to σbb, whereas the second
term is called the paramagnetic contribution.

The first-order perturbed wave function ΨB 0
(1) is

traditionally expanded in terms of excited states of
the unperturbed system:

This leads to the same expressions as originally
derived for the NMR shielding tensors by Ramsey,1
when rbk is restricted to the nuclear positions rbk ) RBk:

Calculations of the shielding function using eq 2.12
would require the knowledge of the complete set of
the solutions of the unperturbed (without external
magnetic field) many-particle Schrödinger equation
Ψ0

(0), Ψ1
(0), Ψ2

(0), ... with the corresponding energies
E0

(0), E1
(0), E2

(0), ...
However, concerning the Coulomb interactions

between the electrons, only approximate solutions of
the Schrödinger equation can be obtained in prin-
ciple. Within the Hamiltonian of eq 2.4, the magnetic
field acts only in the kinetic energy part. Therefore,
one might expect that the shielding function can
simply be calculated by application of eq 2.12, just
by using approximate solutions for Ψ0

(0), Ψ1
(0), Ψ2

(0),
... and E0

(0), E1
(0), E2

(0), ... However, even in the single
determinant (Slater determinant) ansatz for the wave
function (HF), it turns out that the problem is more
involved. Within HF theory, the single particle wave
functions (orbitals) ψj of the Slater determinant are
solutions of single particle-like equations (HF equa-
tions):

The Fock operator, F̂, the orbitals, ψj, and the orbital
energies, εj, can be expanded in a Taylor series
similar as in eq 2.8:

F̂(0) is the Fock operator without an external magnetic
field

where Vext stands for the scalar external potential
(electron nucleus potential) and Jj

(0) and Kj
(0) are the

usual Coulomb and exchange expressions, respec-
tively. The first-order perturbed Fock operator F̂B(1)

is, however, not only given by Ĥ(1) (eq 2.6). There is
no first-order correction to Jj, but there has to be
considered one in the exchange part Kj:

Inserting expansions (2.13) into eq 2.13, one obtains
up to first order a set of linear equations, which has
to be solved successively:

Because of the exchange part, the first order per-
turbed eq 2.19 has to be solved iteratively -CHF.3

In principle, DFT is not appropriate to calculate
shielding functions, because the Hohenberg-Kohn
theorem27 does not consider external magnetic fields.
However, Rajagopal and Callaway29 derived a rela-
tivistic generalization of the Hohenberg-Kohn theo-
rem, which includes also external magnetic fields.
That is, the ground state energy of a many-particle
system in an external static field, given by the four-
component vector potential Aµ

ext, is a unique func-
tional of the four-component current density jµ:

Vext denotes the scalar external potential and ABext
denotes the external vector potential. The zero-th
component of jµ is directly related to the ground state
charge density F, while the other three components
are given by the displacement current IB, the spin
density SB, and me is the electron mass. (In our
notation, a vector arrow describes the indices 1, 2,
and 3.)

BBext ‚ jBB(1)(rb) ) i
2 {BBext[Ψ0

(0)(∇B ‚ ΨB 0
(1)) -

ΨB 0
(1) ‚ (∇BΨ0

(0)) - 1
c

AB|Ψ0
(0)|2]} (2.9)

σbb(rbk) ) 1
2c 〈Ψ0

(0)|(rb ‚ rbk)IBB - rbk X rb

rk
3 |Ψ0

(0)〉 -

2
c 〈Ψ0

(0)|L̂Brk
3|ΨB 0

(1)〉 (2.10)

ΨB 0
(1) ) ∑

n*0
CBn

(1)Ψn
(0) (2.11)

σbb(rbk) )
1

2c2 〈Ψ0
(0)|(rb ‚ rbk)IBB - rbk Xrb

rk
3 |Ψ0

(0)〉 -

2

c
∑
n*0

1

En - E0
〈Ψ0

(0)|L̂B
rk

3|Ψn
(0)〉 X 〈Ψn

(0)|L̂B|Ψ0
(0)〉

(2.12)

F̂ψj ) εjψj (2.13)

ψj ) ψj
(0) + i BBext ‚ ψBj

(1) + ...

εj ) εj
(0) + i BBext ‚ εbj

(1) + ...

F̂j ) F̂j
(0) + i BBext ‚ F̂Bj

(1) + ... (2.14)

F̂(0) )
p̂b2

2
+ Vext + ∑

j)1

Nocc

(2Jj
(0) - Kj

(0)) (2.15)

F̂B(1) ) BBext Ĥ(1) - ∑
j)1

Nocc

KBj
(1) (2.16)

KBj
(1)ψ(rb) ) ∫[ψBj

(1)(rb)ψj
(0)(rb′) -

ψj
(0)(rb)ψBj

(1)(rb′)] 1
|rb - rb′|ψ(rb′) d3r′ (2.17)

(ĥ(0) - εj
(0))ψj

(0) ) 0 (2.18)

i(ĥ(0) - εj
(0)) BBext ‚ ψBj

(1) ) [BBext ‚ (εbj
(1) - F̂B(1))]ψj

(0)

(2.19)

E[jµ] ) F[jµ] - e ∫ ∑
µ)0

3

jµ Aµ
ext d3r

with Aµ
ext ) (Vext, ABext) (2.20)
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The time derivative of the ground state dGB/dt in eq
2.21 vanishes for a time-independent ground state.
In analogy to Kohn and Sham,28 eq 2.20 may be
written as:

T denotes the kinetic energy of the noninteracting
system, and Exc denotes the exchange and correlation
energy. Coordinates are given now in spin-dependent
notation xb ) (rb, s).

The aµ is the counterpart to the nonrelativistic
mean field potential aµ ) 〈ΨBB |Âµ| ΨBB〉, where Âµ is
the field operator of the four potential, which is
created by the electronic system, and ΨBB is the
ground state of the system with N electrons in the
presence of an external field BBext. In analogy to the
nonrelativistic case,7 a variational ansatz for jµ can
be applied

N is the number of electrons, ψ denotes now, in the
relativistic case, the four-component Dirac wave
function, and Rb and â are the Dirac matrices with â
) R0. This leads to effective one particle equations:

where e ‚ aµ
xc is the XC four-component potential

The equations (2.24) are generalizations of the well-
known Kohn-Sham equations,28 accounting for all
relativistic effects and the possible presence of an
external magnetic field. Equation 2.24 becomes the
usual Dirac equation in an external magnetic field
in the one-particle case. The detailed derivation and
discussion of eq 2.24 can be found in the litera-
ture.31,73 Equation 2.24 may be written also with
three-component vectors:

VH is the Hartree potential. In the nonrelativistic
limit, taking in the wave function ψk only terms of
the order of 1/c, eq 2.26 becomes

where σb denotes the Pauli spin matrices. Note that
eq 2.27 is given in usual units of quantum electro-
dynamics, where me ) e ) h ) 1. The rest energy,
mc2, has been subtracted in eq 2.27.

Equation 2.27 is formally of Pauli type, with the
“large component” æk of the bispinors ψk. We use here
the nonrelativistic limit in the one-particle equations.
The effects of the electron-electron interaction are
contained in eq 2.27 via abxc, ab, and VH, and all of these
terms depend on the charge density, the current
density, and the spin density. Therefore, the equa-
tions have to be solved iteratively in an SCF scheme.
According to expressions for Vxc, see, for example, ref
74, and for abxc, see ref 31. For a more detailed
description, see ref 73.

The direct solution of eq 2.27 would give ψj in all
orders of BBext, while only linear terms in jµ are
necessary for the calculation of σbb(rb) (see eq 2.10).
Thus, a similar first-order perturbation treatment as
for the HF method in BBext is possible (see eq 2.14).

The perturbed wave function æk
(1) may also con-

tribute to ab and to abxc. This “coupling” makes an
iterative solution of the perturbation problem nec-
essaryssimilar to the coupled HF perturbation treat-
ment.3 The neglect of these “coupling” terms (abxc )
0, ab ) 0) leads to an uncoupled perturbation method
(UCP). In this case, and under consideration that for
diamagnetic systems the matrix element of the
ground state with σbb ‚ BBext vanishes, hB(1) simplifies to
the form as given in eq 2.6.

3. Special NMR Properties of Aromatic Molecules
The term “aromaticity”, used to describe a mol-

ecule, was initially associated with certain properties
(in particular with “smell” or “perfumed”), structural
characteristics, and chemical reactivity. In the 1930s,
Hückel could explain the particular stability of
aromatic systems for the first time by using quantum
mechanics. The result of this theory for monocyclic
rings ([n]annulenes) was Hückel’s magic 4n + 2
π-electrons rule.75-77 Later, Pauling introduced the
ring current concept semiclassically to account for the
high diamagnetism and magnetic anisotropy of ben-
zenoid aromatic hydrocarbons.78 London further sug-
gested a quantum mechanical treatment that suc-
cessfully correlated with experimental data.4 The ring
current model4,78,79 has also been used by Pople to
account for various NMR chemical shifts.80 Indeed,
a diamagnetic ring current causes considerable down-
field shifts (deshielding) in the molecular plane

jµ T {j0 ) F
e

jb ) IB + 1
2me

∇B × SB + dGB
dt

for µ ) 1, 2, 3
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outside the ring and even larger upfield shifts
(shieldings) inside.80,81

The concept of a ring current, induced by an
external magnetic field, has been widely used to
interpret properties of aromatic molecules. In more
recent times, when such computations became fea-
sible, several groups have been motivated to inves-
tigate current density maps, plotted in or parallel to
the ring plane of molecules.82-86 The ARCS approach
is a direct consequence of the ring current model.87

The ring current generated in aromatic molecules by
an external field is the origin for a particular mag-
netic response, which results in special values for
other magnetic criteria, as “exalted” magnetic sus-
ceptibilities, NMR chemical shifts displaced from
their normal ranges, and large shielding values in
or above ring planes, mostly referred to as NICS.60

For a detailed overview, the reader is referred to a
special issue of Chemical Reviews devoted to aroma-
ticity.88

In the context of the ring current model, the mobile
π-electrons of benzene will move in an orbit of
approximate circular shape. The induced field has a
toroidal topology, when applying a magnetic field BBind
perpendicular to the plane of the molecule. Consider-
ing large rings, such as the [18]annulene (see Scheme
1), which is sufficiently large to have inner hydro-

gens, it is experimentally observed that those inner
hydrogens are even more shifted upfield (-2.99 ppm)
than usual outer hydrogens, which are shifted down-
field (+9.28 ppm) in aromatic molecules.81,89,90 These
observations render NMR chemical shift criteria
particularly suitable for analyzing aromaticity.

However, the question of the validity of the ring
current model to rationalize the strongly shielded
protons of benzene has been challenged recently by
Wannere and Schleyer91 and shortly further rightly
defended by Zanasi, Lazzeretti, and Viglione.92,93

Recently, Pelloni, Ligabue, and Lazzeretti also pro-
posed a refined ring current model starting from the
differential Biot-Savat law.94 Detailed analysis of the
isotropic chemical shift contributions to the proton
shifts of benzene shows that the hydrogen atoms are
located inside the shielding rather than the deshield-
ing region.91 This interpretation is based on the
computation of the isotropic shielding and on the
analysis of the IMFs of benzene.95 It is also in
agreement with recent quantum chemical calcula-
tions of various groups.59,66,96 On the other hand, the
benzene downfield proton chemical shifts are a
consequence of the ring currents induced within the
π-electron cloud by a magnetic field perpendicular to
the molecular plane and the validity of the ring
current model can be defended by focusing on the

π-contributions to the out-of-plane component of the
shielding tensor.92,93 The refined ring current model
of Lazzeretti et al. interprets the “abnormal” proton
shifts of benzene (downfield) and cyclobutadiene
(upfield) as a result of two opposing elemental IMFs
(dBBind), induced from opposite sites of the current loop
(see Figure 1).94

While the proton chemical shifts are directly ac-
cessible in NMR experiment, they have the disad-
vantage that they are only an indirect indication of
electron delocalization effectssThe ring current con-
tribution to the proton shielding is small as compared
to the contributions of the σ-bonded electrons.91 A site
in the center of the molecule should experience the
largest contribution of a ring current and, if no nuclei
are in its vicinity, be undisturbed by influences of
localized electrons. Therefore, Schleyer, Maerker,
Dransfeld, Jiao, and Hommes proposed to compute
the shielding in and above ring centers and intro-
duced the NICS60 index as a probe of aromaticity. The
NICS index is the negative value of the isotropic
magnetic shielding computed at chosen points in the
vicinity of molecules and, hence, directly related to
the shielding function of eq 2.12. They are typically
computed at ring centers, at points above, and even
on grids in and around the molecule. NICS-based
techniques are the most widely applied methods used
to characterize aromatic molecules. Significantly
negative NICS values in interior positions of rings
or cages indicate the presence of induced diatropic
ring currents, interpreted as “aromaticity”, whereas
positive values denote paratropic ring currents and
“antiaromaticity”. Some concerns have been ex-
pressed by experimentalists and theoreticians, re-
garding the use of a “virtual” quantity (NICS) to
evaluate such an intangible quantity as aromatic-
ity.84,97,98 Also, several estimations introducing probe
atoms can address the lack of experimental valida-
tion of NICS.61,99-104 A more detailed article in this
special issue is devoted to the NICS-based indices
and related applications.105

As discussed above, the special magnetic properties
of aromatic molecules are associated with a ring

Scheme 1. Structure of [18]Annulene C18H18

Figure 1. Ring current model for benzene from the Biot-
Savart law. The external magnetic field BBext perpendicular
to the molecular xy plane induces a diamagnetic (clockwise)
current density in the π-electrons. The π-current through
point A (B) generates an elemental magnetic field dBBind,
red (green) line, reinforcing (diminishing) BBext at the site
of the H proton, and causes deshielding (shielding) by
lowering (enhancing) the out-of-plane component σzz(rbH).
Note, however, that the contributions of the σ-electrons
are not included in this model. Reprinted with permission
from ref 94. Copyright 2004 American Chemical Society.
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current in planes parallel to the molecule arising
from the π-electrons. In terms of Hückel theory, the
π-electrons form a quantum mechanical subsystem,
which is mainly decoupled from the σ-system and
stabilizes the aromatic molecule. The high degree of
delocalization of the π-electrons can be rationalized
by electrostatic considerations: The π-electrons ex-
perience a molecular electrostatic potential of all
nuclei and all core and σ-electrons. In this case, the
electrostatic interaction is shielded by the σ-system
(as most π-electrons have higher energies than all
σ-electrons), resulting in a smooth electrostatic po-
tential as compared to that experienced by the
σ-electrons. With these basic arguments, one can
rationalize the good performance of rather simple
models to describe selected π-systems, as the particle
in a box model for annulenes in text books (see, for
example, ref 106) or the Jellium model applied to the
π-system of fullerenes.107-109 The most prominent
model, which treats the separated π-electrons in a
simplified LCAO scheme, is the Hückel theory.75-77

With this theory, quantum mechanics became popu-
lar in chemistry, as structural and electronical prop-
erties of aromatic molecules could be explained on a
sound physical basis.106 The idea of a separated
π-system has been followed also for augmenting
several molecular mechanics (MM) approaches with
a quantum treatment for π-electrons: Most MM
schemes fail to describe correctly systems with
π-electron delocalization, as, for example, fullerenes.110

On the other hand, QM/MM hybrid schemes, which
treat the σ-framework classically but the π-system
quantum mechanically (see, for example, QCFF/PI111

or MM4112), are able to provide relative energies and
geometries, which are in good agreement with those
of DFT and ab initio methods. These observations are
true even for systems where strict σ-π separation
cannot be applied, as, for example, for fullerenes:
Albertazzi et al.110 showed that the relative energy
of a series of C40 fullerenes can be described correctly
if the π-subsystem is treated quantum mechanically,
e.g., by QCFF/PI, semiempirical, DFT, or HF, while
various pure MM schemes (including Tersoff and
Brenner potentials113-115) failed to give a proper
energy classification of the isomers. Also for much
larger test sets of classical and nonclassical C40
fullerenes, QCFF/PI and the all-valence-electron
DFTB116,117 computations lead to the same conclu-
sions on the stability of such cages if they include
squares and heptagons in addition to pentagons and
hexagons.118,119

These observations confirm the outstanding role of
the delocalized π-electrons in sp2-based carbon com-
pounds. However, if the nodal pattern of the π-orbit-
als of annulenes is compared with that of the low-
energy σ-orbitals, it becomes evident that their only
difference lies in the additional nodal plane, which
coincides with the molecular ring, located in the
molecule’s σh plane120 (see Figure 2).

It may be convenient to perform computations with
localized rather than canonical orbitals, for instance
with LMOs, which can be obtained using a unitary
transformationsa transformation that does not affect
the total wave functionsof the occupied canonical

MOs. For example, the IGLO approach,19 but also
several ab initio linear scaling schemes (see, for
example, refs 121-127), use LMOs instead of canoni-
cal orbitals to reduce computational cost. Some
localization procedures appear to be “natural”, as
they produce localized electron pairs, which reveal
the character of bonds or lone electron pairs, as those
obtained by the “natural bond orbitals” (NBO) ap-
proach128 or by the localization scheme proposed by
Pipek and Mezey,129 which is based on charge sepa-
ration. For annulenes and PAHs, both approaches
produce three subsets of local orbitals: the core
orbitals; localized σ-orbitals, each characterizing an
individual C-H or C-C bond; and π-orbitals. While
the first two sets are well-localized and reflect the
symmetry of the molecule, the latter cannot be
localized: Usually, the π-electrons are transformed
to sets of electron pairs, which, for example in
benzene, do not reflect the symmetry of the molecule.
In practical applications, this may have the conse-
quence of an artificial symmetry break for computed
properties on the basis of such LMOs, especially in
the case of NMR-IGLO computations.130 However,
there are localization procedures that perform a joint
localization of σ- and π-orbitals, e.g., the Foster-Boys
localization scheme,131-133 which reveals better nu-
merical results.21

To conclude, the special properties of aromatic
molecules are a direct consequence of the delocalized
π-systems of these compounds. In benzoid aromatics,
usually half of the π-orbitals are occupied, these are
all binding states given by Hückel theory. The larger
the ring, the lower is the π-stabilization energy per
carbon.89,90,106,134 The π-stabilization energy competes
with additional σ-strain: Benzene is hence the
perfect aromatic molecule, as its C-C-C bond angles
fit perfectly the 120° angle of the sp2-hybridized
orbitals. Larger and smaller rings than benzene
suffer from stronger σ-strain and are therefore less
stable. Hence, it is not surprising that benzene and
its derivates cover by far the largest amount of
aromatic monocycles, followed by the cyclopentadiene
anion. In all aromatic molecules, the π-orbitals
determine the frontier orbitals and, hence, their
reactivity and optical properties, which again allow

Figure 2. NICS of the lowest molecular orbital (MO) (k
) 0) σ-orbitals (red) and π-orbitals (blue) correlate with the
inverse number of ring atoms, 1/n for [n] annulenes C10H10
to C3H3

+ from left to right. Reprinted with permission from
ref 120. Copyright 2003 American Chemical Society.
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the computation of such properties using Hückel
theory or other computational schemes restricted to
the quantum mechanical description of the π-elec-
trons. A very prominent representative of this family
of methods, aiming at the computation of optical
properties, is the Pariser-Parr-Pople -method.135-138

4. Magnetically Induced Current Densities and
Related Models

A detailed review on ring current models and
methods, starting from the formulation of the prob-
lem by Pauling,78 Londsdale,79 and London,4,139,140 up
to the ab initio computation of the topology of the ring
current density field,141 and highlighting the theo-
retical backgrounds of each approach, has been given
by Lazzeretti in 2000.84 This review covers the whole
range of theoretical work from the early formulation
of the method, the introduction of ring current
models, semiempirical computations of ring currents
and properties arising from ring currents, until it
discusses in detail the more recent ab initio based
current density approaches. The analysis of the
global current density of a molecule induced by an
external field goes back to Gomes’ work in the
1980s.142-146 Such studies became more popular after
the introduction of the ipsocentric approach, based
on a CSGT25,147 or, similarly, on a CTOCD.26,148 The
latter has been the most popular method to compute
current density maps.149-165 In this approach, the
gauge transformation problem is resolved by using
a different gauge origin for each point for which the
current density is calculated. Within the CTOCD-DZ
variant, the gauge origin is identical to the point at
which the current density is computed,26,148 while in
the CTOCD-PZ alternative the gauge origin is chosen
such that the transverse component of the para-
magnetic current density is annihilated.85,165,166 The
latter method has been applied recently to a large
series of molecules by Steiner, Fowler, and co-
workers.149,150,152-164

While the diamagnetic and paramagnetic contribu-
tions to the current density in eq 2.1 are origin-
dependent and have no separate physical signifi-
cance, the total current can exhibit diamagnetic or
paramagnetic behavior in terms of the direction of
the magnetic field generated by the current in the
region encompassed by the trajectories. Maps of
magnetically induced current densities in molecules
were first illustrated by Lipscomb and others.3,167-169

The topological analysis of the current density was
proposed in 1983 by Gomes142-146,170 and in more
detail, including the evaluation of basins, 10 years
later by Keith and Bader.147 Before discussing the
physics of the ring current density, we briefly recall
what can be extracted from a topological analysis of
the electron density (see Figure 3). For a detailed
review of topological analysis of various quantities
related to the current density, we refer to Merino et
al.171

In a molecule, nuclei act as point attractors im-
mersed in a cloud of negative charge, the electron
density F(rb). The electron density describes the man-
ner in which the electronic charge is distributed
throughout real space. The electron density, which

is in principle a measurable property, has a maxi-
mum at the position of nuclei and decays rapidly
away from these positions. The presence of these local
maxima at the positions of the nuclei is the general
and also the dominant topological property of F(rb).

To extract information on the topology of the
molecule from the three-dimensional scalar electron
density, one has to determine special regions, points,
and surfaces of the density. In particular, the separa-
tion of the electron density into basins has led to the
concept of atoms-in-molecules,172 which allows the
computation of several quantities and relate them to
atomic contributions, as charges,173,174 polarizabili-
ties,175 or magnetic response properties.24,83 These
basins are separated by the zero flux surfaces.176 Zero
flux surfaces are interatomic surfaces, which are
defined by trajectories of ∇BF(rb) that terminate at one
point and which are not crossed by any other trajec-
tories of ∇BF(rb). The critical points of the electron
density, i.e., the locations rb0 where ∇BF(rb0) ) 0, have
importance for the interpretation of the chemical
bonding. Among others, bond critical points, i.e., first-
order saddle points between atoms, and ring critical
points, which are second-order saddle points in the
topological center of a ring, are distinguished.

When placing a molecule in an external magnetic
field, the relevant response property is the current
density. The current density is a three-component
vector field, and a topological analysis of a vector field
differs considerably from that of a scalar field. The
most important critical points are singularities for
which the magnitude of the current density is zero,
also referred to as “stagnation points”. The presence
of such a stagnation point is necessary for establish-
ing a ring current, but there are several other
possibilities of density distributions than ring cur-
rents. For a complete mathematical description of
this topic, the reader is referred to the milestone
papers in the literature142-144,146,147,170 and two review

Figure 3. Electron density F(rb) in a plane containing the
two carbon and four hydrogen nuclei of the ethene mol-
ecule. The absolute maxima of F(rb) are attained at the
positions of the carbon nuclei, and the saddle points, the
bond critical points, are located at the bonds.
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articles, which deal with this the topological analysis
of ring current densities.84,98

Whether a region of current flow is diamagnetic
or paramagnetic depends on the curl of the current
density ∇B × jb(rb) at the stagnation point, also called
its vorticity field, relative to the atomic shell struc-
ture. The gradient of the current density is an
asymmetric tensor143,170 and, hence, depends on the
choice of the coordinate system. In practice, the
topological analysis is connected with a rather cum-
bersome mathematical procedure necessary to clas-
sify the critical points. Keith and Bader showed that
a proper choice of gauge origin is essential for the
calculation of correct current densities.25 They also
performed the topological analysis of the current
density for some example cases.25,147,177 As the gain
of chemical insight, which could be revealed by this
analysis, was in no relation to the necessary math-
ematical efforts for implementing and running the
method into chemical standard software, it did not
become popular until today. However, the topological
analysis of molecular fields recently became an
attractive field of research, and it can be expected
that the method experiences some renaissance.171 It
also turned out that for delocalized systems informa-
tion on ring currents and electron delocalization can
be gained by studying the current density and its
curl. Such investigations, accompanied by an analysis
of atomic contributions to the magnetic susceptibility,
have been carried out by the same authors for
benzene.25,147,177

They found out that “the curl of the current density
map mimics not only (the Laplacian of the electronic
density) ∆F(rb), but also its bonding features”: The
vorticity field clearly shows three basins around each
carbon atom, which are describing its three σ-bonds
(Figure 4c,d). Keith and Bader also point out in their
analysis of atomic contributions to the magnetic
susceptibility of benzene that “the shape of the
current plot and the relative basin to surface contri-
butions to the mean susceptibility of the carbon
atoms confirm the existence of a significant diamag-
netic current encompassing the ring of the benzene
molecule.”25 The current density in the molecular
plane reflects the shape of the benzene framework,
while at 0.8 Å above the molecular framework, ring
currents, whose center is the origin of the plane, are
observed. The current density perpendicular to the
plane, cutting through a C-H bond, is reflecting the
shape of the carbon pz orbitals and the presence of a
substantial paramagnetic current localized in the
basins of the carbons.

Keith and Bader also discuss the large anisotropy
of the magnetic susceptibility as a direct consequence
of the delocalized nature of the current, which is
induced by a current that is parallel to the molecular
plane.25 The concept of anisotropy of the magnetic
susceptibility is, however, limited, as it requires a
choice of a plane to which the anisotropy needs to be
defined.178 For planar systems, the choice is natural,
but for general molecules, the choice might be rather
arbitrary. Therefore, in 2001, Herges and Geuenich
introduced the ACID concept. They compute the
anisotropy A of a tensor T, which is related to ap-

plied magnetic field and current density178 and which
is hence in close relation with the magnetic suscep-
tibility:

The ACID is a scalar field, which can be visualized
easily. Herges and Geuenich discuss the symmetry
properties of ACID in great detail and show that “for
closed shell molecules in the ground state the ACID
isosurface has the same symmetry as the molecule.”
Furthermore, they point out that “this is different
from the current density itself which is of the same
symmetry as the rotation of one of the Cartesian axes
depending on the orientation of the magnetic field.
The symmetry properties are another advantage of
using the anisotropy of the current density over the
current density for the visualization of delocaliza-
tion.” The method has been applied to the series
cyclohexane, cyclohexene, cyclohexadiene, and ben-
zene. Figure 5 shows the ACID (yellow) of these
molecules. Obviously, delocalized π-bonds exhibit a
significant ACID, and for the benzene molecule, the
ACID isosurface shows a closed ring. Even though

Figure 4. Displays of the current density, its curl, and
the Laplacian of F for the benzene molecule in the plane
containing the nuclei. The maps for the current density and
its curl are for a field directed out of and perpendicular to
the plane. In part a, the current density is shown in the
symmetry plane. Part b is a projection onto a plane 0.8 au
above the symmetry plane of the trajectories, which
intersect it. In addition to the outer diamagnetic and inner
paramagnetic flows, there is a vestige of each bonded set
of diamagnetic current flows present. The shell structure
and regions of charge concentration/depletion defined by
the Laplacian of the density in part d are similar to the
shell structure and regions of outwardly/inwardly directed
flux in the curl of the current density field in part c.
Reprinted with permission from ref 177. Copyright 1993
American Institute of Physics.
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ACID appears to be a reasonable way to address
electron delocalization in molecules in a clean, first-
principle way, the lack of implementation in popular
quantum chemistry software was limiting the ap-
plication of this approach. It has been applied so
far to detect homoaromaticity in Tris(ethylene)nickel-
(0) and Tris(ethyne)nickel(0) species,179 to study
the electron delocalization of transition states in
the cyclization reactions,180 to understand reaction
mechanisms,181,182 or to discuss the degree of delo-
calization in biological systems.183 Another article of
this special issue deals in more detail with the ACID
analysis.184

Both the CSGT and the CTOCD-DZ/PZ approaches
have the disadvantage that at each point in space a
different gauge transformation has to be applied.
Furthermore, NMR computations employing these
methods are generally less efficient than the GIAO
approach.185 Therefore, they never have been estab-
lished as standard working tools for NMR computa-

tions of molecules, even though the CSGT method is
implemented in most of the widespread quantum
chemistry software. The computation of current
densities within the GIAO method was proposed by
Keith in 1996,82 but it has been used only for the eval-
uation of magnetizabilities, which have been found,
however, in good agreement with full GIAO compu-
tations. Recently, Jusélius, Sundholm, and Gauss
proposed a similar approach to calculate gauge-
independent magnetic-induced currents (GIMIC),86

thus applying only one single gauge transformation
to the current density of the entire molecule. The
obtained current densities are gauge origin-indepen-
dent, but gauge invariance is achieved only in the
limit of complete basis sets.86 For the application of
GIMIC on the basis of correlated ab initio methods,
it is worth noting that the resulting expression for
the current density is cast in a form that only
requires knowledge of the unperturbed and perturbed
one-electron density matrices. This gives the

Figure 5. Isosurfaces of the ACID of cyclohexane, cyclohexene, 1.3-cyclohexadiene, and benzene at an isosurface value of
0.05. Current density vectors are plotted onto the isosurface. The vector of the magnetic field is perpendicular to the ring
plane (in the case of cyclohexane C1, C2, and the midpoint of the C4-C5 bond and in cyclohexene C2, C3, and the midpoint
of the C5-C6 bond define an approximate ring plane). Reprinted with permission from ref 178. Copyright 2001 American
Chemical Society.
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advantage that current densities can be calculated
within this approach at all computational levels for
which these one-electron density matrices are avail-
able. In practice, this means that it can be applied
with computationally inexpensive DFT, which will
allow the study of reasonably large systems, but also
to highly correlated coupled cluster schemes, which
is advantageous if controversial results need to be
explored at higher accuracy. The good performance
of the method is illustrated by studies of fairly large
molecules such as hexabenzocoronene86 (see Figure
6), arsole, and the C60 buckminsterfullerene.186

The induced current density of eq 2.1 can, as shown
above, be accessed at any level of theory. In practical
implementation of NMR codes, however, the shield-
ing tensor is computed directly using the expressions
of eq 2.12, and costly application of gauge transfor-
mations to the current density itself is avoided.
Therefore, the current density information is not
directly extractable in most quantum chemistry
codes, even though the whole functionality of NMR
shielding computations is implemented.

To access a quantity that is directly related to the
integrated ring current of an aromatic ring, Jusélius
and Sundholm introduced the ARCS approach.87

Using a simple expression, they related the long-

range part of the isotropic magnetic shielding func-
tion to the ring current susceptibility and to the size
of the aromatic pathway. If the shielding function
results from a ring current, its long-range part
perpendicular to the ring, σ(z) (e.g., from z ) 3 to 20
Å from the ring plane), provides information about
strengths and radius of this ring current. The Biot-
Savart law, as expressed in eq 2.2, defines the
relation between the long-range behavior of the
isotropic magnetic shielding function, σ(z), and the
ring current susceptibility with respect to the applied
magnetic field:

In eq 4.1, it is assumed that the wire carrying the
current is circular and infinitely thin, σ(z) corre-
sponds to the shielding function, z defines the per-
pendicular distance from the center of the current
loop, µ0 is the vacuum permeability, Iring is the current
susceptibility, Bext is the perpendicular component of
the external magnetic field, and R is the radius of
the current loop. Technically, the current susceptibil-
ity and the size of the current loop can then be
deduced by calculating the shielding function at

Figure 6. Induced current density for hexabenzocoronene calculated at the DFT-BP86/TZP level. The current density is
displayed in a plane parallel to the molecular framework and 1 bohr above it with the magnetic field chosen perpendicular
to the molecular plane. Reprinted with permission from ref 86. Copyright 2004 American Institute of Physics.
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many NICS points along the z-axis and by using a
logarithmic fit as it is shown in Figure 7 and eq 4.2.

The ARCS aromaticity index is thus defined by the
strength of the ring current susceptibility.

For planar molecules, the current is assumed to
circulate in the molecular plane. The shielding con-
tributions due to local currents around the nuclei and
in the chemical bonds have small loop radii and
decline fast with the distance from the molecule. For
nonplanar homoaromatic molecules, the symmetry
axis (z-axis) is the one with the largest moment of
inertia.187 However, for nonplanar systems, the ARCS
technique is not always able to extrapolate to a finite
ring current radius.188 Finally, for nonaromatic mol-
ecules, the shielding practically vanishes outside the
electron density. As the effective current radius of
aromatic rings is significantly larger, it suggests that
the long-range shielding is mainly due to electron
delocalization (i.e., the strength of the induced ring
current) as confirmed by the analysis of the IMF in
molecules95 (see next section).

The center of the current loop used in the ARCS
fit can be estimated from a plot of the ARCS func-
tion.187 For planar molecules, the ring center is the
obvious ARCS origin, while for nonplanar molecules,
the choice of origin is somewhat arbitrary. However,
the ARCS indices are found to be rather independent
of the precise location of the ARCS origin. The ARCS
method has been applied to annulenes,87 substituted
naphthalene,188 homoaromatic hydrocarbons,187 pro-
phyrins,189,190 Al4

2-,191 and metal organic complexes.188

5. Shielding Functions and IMFs of Molecules
Already in 1958, Johnson and Bovey56 computed

the shielding function for benzene as a function of
the distance from the ring center and the ring
perimeter using a semiempirical formulation re-
stricted to π-electrons. Their motivation was to apply
Pauling’s ring current model of benzene78 for the
computation of 1H NMR chemical shifts of a series
of aromatic compounds by adjusting the geometrical
parameters of the computed π-ring current (perim-
eter and distance from the ring plane). They found

excellent agreement with experiment within an ac-
curacy of 0.5 ppm (see Table 1). This work illustrates
already the first “isoshielding lines” in the neighbor-
hood of a benzene ring and the long-range nature of
the isotropic shielding function in and perpendicular
to the ring plane (see Figure 8).

At the ab initio level, the shielding function was
discussed first in 1979 by Jameson and Buckingham,
who introduced the term “magnetic shielding den-
sity”.57,58 In a detailed study of the HF molecule, they
used the shielding density maps for understanding
the chemical bonding of HF as compared to free
proton and free F- ion. They specifically discussed
shielding density maps for the isotropic shielding as
well as for the principal components of the shielding
tensor and its anisotropy, both around the H and F
nuclei (see Figure 9), and compared them with the
shielding density maps of the free atoms or ions. They
expected a large range of application of their ap-
proach, but so far, it has only been used for the few
examples given by the authors. However, more
elaborate computational tools may lead to a renais-
sance of this methodology, in particular as shielding
densities, or very closely related quantities, have
been computed recently by quite a few groups, as will
be discussed below.

The group of Hansen studied the “molecular mag-
netic shielding field” of benzene,59 benzocyclobutadi-
ene,192 and a Sondheimer aromatic annulene and its
nonaromatic analogue.193 They wrote the shielding
function of eq 2.12 (which they call molecular mag-
netic shielding field) in terms of the LORG formal-
ism23,194,195 as σRâ(rb;RB0), where RB0 is the location of
gauge origin. They put special emphasis on the
graphical representation of the shielding function, for
which they employed ellipsoid response graphs,
which have been developed by the same group.196,197

In these graphs, the components of the shielding
tensor are transformed to an ellipsoid, and the size
of the graphical representation is proportional to the
magnitude of the shielding. Such an ellipsoid repre-
sentation, or alternatively the ovaloid form proposed
by Radeglia,198 is often useful to assign solid state
NMR patterns with similar isotropic value, as it
allows one to compare the direction of the principal
components of the shielding tensor with the molec-
ular axes in a suggestive way. These ellipsoids are
drawn into a structure plot of the molecule. The
graphical representation of the shielding tensor has

Figure 7. ARCS fit for benzene. The long-range magnetic
shielding function σ(z) (in ppm) calculated at the IGLO-
PW91/IGLOIII level in a homogeneous external magnetic
field of 4 T.

-log [σ(z)] ) 3
2 {log[ R2

z2 + R2]} + log( µoIring

2R ‚ Bext
)

(4.2)

Table 1. Observed and Calculated Positions of
Resonance Peaks (in ppm) for Protons in Aromatic
Compoundsa

shielding values s

compound group observed calculated

toluene CH3 7.66 7.52
ethylbenzene CH3 8.80 8.79
cumene CH3 8.77 8.79
tetralin a-CH2 7.30 7.34

b-CH2 8.22 8.07
dibenzyl CH2 7.05 7.11
diphenylmethane CH2 6.08 6.58
naphthalene a-CH 2.27 2.03

b-CH 2.63 2.46
a Information is taken from ref 56.
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been employed for the assignment of 1H NMR chemi-
cal shifts in molecules.193 The axial antisymmetry
vectors of the shielding tensor, êk ) 1/2 ∑ij εijk σij

a,
with the alternating tensor εijk (The antisymmetric
tensor εijk, also called Levi-Civita tensor, is either 1
for even or -1 for uneven permutations of i, j, and
k.) and the antisymmetric tensor σij

a ) 1/2(σij - σji)
was used to assess the direction and magnitude of a
ring current at a position in the molecular plane.
Interesting conclusions were derived using this
method: In their study of a Sondheimer aromatic
annulene and its nonaromatic analogue193 (see Figure
10), Hansen and Bilde compared a closed aromatic
ring with its open analogue and, surprisingly, found
similar ring currents in the molecular plane of both
molecules. In other words, “the diamagnetic π-elec-

tron contributions are almost insensitive to ring
closure and we (Jensen and Hansen59) argue that
rationalization of the unique magnetic anisotropy of
aromatic systems in terms of diamagnetic ring cur-
rents seems a misrepresentation of the actual mech-
anism.” In place of “ring current effect”, they there-
fore proposed the term “Pauling-London-Pople
effect”.59 In the same work, they opposed the use of
the isotropic shielding function at ring centers (that
is, NICS) as an index of aromaticity: “The charac-
teristic shielding anisotropy observed for aromatic
protons is caused solely by an absence of paramag-
netic π electron currents, all other shielding contri-
butions being sensitive to local topology but indiffer-
ent to aromatic character.”193 In their study of
benzocyclobutadiene,192 they concluded on grounds of
1H NMR and ring center shielding tensors that this
molecule does not qualify for either aromatic or
antiaromatic classification. This statement was sup-
ported by empiricism,199 energetics,200 and valence
bond analysis201 but in disagreement with the aro-
matic classification of the six-membered ring on
energetics202,203 and NICS values.60,204 At the time of
this study, the question of antiaromaticity of the four-
membered ring was left open.192

The NICS index is the local value of the negative
isotropic shielding. After its introduction, the distri-
bution of NICS values on grids around molecules was
studied in various cases.63 These NICS grids are the
negative isotropic values of the shielding function (eq

Figure 8. Top: “Isoshielding” lines in the neighborhood
of a benzene ring. The plot represents one quadrant of a
plane passing normally through the center of the ring. The
lines represent the shift in the NMR shielding value, which
will be experienced by protons as a result of the magnetic
field of the benzene ring. Bottom: The shift δ′ in the NMR
shielding value for protons in the neighborhood of a
benzene ring. Top curve, δ′ as a function of distance along
the hexagonal axis; bottom curve, δ′ as a function of
distance from the center of the ring in the plane of the ring.
Reprinted with permission from ref 56. Copyright 1958
American Institute of Physics.

Figure 9. 1H shielding density plots for the HF molecule,
with gauge at origin F. The density plots shown are for
the x ) 0.0625 au plane, for the components (a) σzz, (b) σxx,
(c) 1/3(σxx + σyy + σzz), (d) σ| - σ⊥, (e) -σxz, (f) σyx, and (g)
σyz. Reprinted with permission from ref 58. Copyright 1980
American Institute of Physics.
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2.12) at selected positions around the molecule and
provide insight about diatropic and paratropic re-
gions in molecules. Figure 11 shows two typical
examples for such NICS grids, aromatic benzene and
antiaromatic cyclobutadiene.

In 1997, Wolinski suggested to compute the “mag-
netic shielding surface” in molecules, a quantity that
is identical with the shielding function of eq 2.12.65

He proposed that this quantity “might be called
hypothetical spectroscopy of neutron magnetic reso-
nance”, as a “link to NMR spectroscopy can be made

by assuming that a neutron virtually moving in a
molecule is used as a probe to detect local magnetic
fields.” He wrote down the shielding function in terms
of GIAO, starting from the traditional quantum
chemical definition of the shielding tensor of eq 2.12,
and finally gave the GIAO formulation of the shield-
ing function. As Jameson and Buckingham 18 years
earlier,57 he studied the shielding function of the HF
molecule but also of other small systems such as LiH,
LiF, Li2, HCN, HNC, and HCCH. The main interest
was in understanding the distribution of the isotropic
shielding values along the molecular axis of these
linear molecules. Furthermore, he proposed the idea
that the integrated shielding reveals information on
the shielding properties of the whole system, but this
route has not been followed intensively up to today.

The shape of the isotropic magnetic shielding
function also provides information about the delo-
calization of π-electrons and hence on the molecular
aromaticity.66,96,205 Klod and Kleinpeter66 computed
isosurfaces of the shielding function, so-called ICSSs,
with the aim to evaluate the anisotropy effects of
double or triple bonds and of aromatic rings. In
Figure 12, the increasing π-electron delocalization
normal to the ring with respect to the size of a series
of PAHs is shown.

The IMF has been used by scientists to understand
the magnetism of macroscopic physical objects (e.g.,
the earth magnetism or electronic devices). Also,
chemists applied this concept to understand the

Figure 10. Top left: Structure and coordinate system for 1,8-didehydro[14]annulene: (a) delocalized standard
representation and (b) localized bond representation. Right: Structure and coordinate system for the conjugated open
chain system: (a) delocalized representation and (b) localized bond representation. Bottom: Shielding graphs for diamagnetic
and paramagnetic π-electron shielding contributions for inner and outer protons, H15 + H16, in annulene (ann.) and H13 +
H14 in the open conjugated chain (chain). The scale is chosen to make 1 Å correspond to 40 ppm. Blue surfaces represent
upfield resonances relative to the bare nucleus, and red surfaces represent downfield resonances relative to the bare nucleus.
Only the C10-C9-C1-C2-C3-C4-C8 fragments of the two structures are shown in the bottom figure. Reprinted with
permission from ref 193. Copyright 1997 Taylor and Francis.

Figure 11. NICS grid of benzene and cyclobutadiene. The
red and green colors denote negative and positive NICS
values, respectively. The magnitude corresponds to the ring
diameter.
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magnetic properties of molecules, in particular in the
context of NMR.206 Related electrodynamics quanti-
ties, as material constants, are accessible through the
IMF and Maxwell’s equations. As discussed in section
2, the IMF of a molecule, BBind, at position RB, can be
computed directly from the magnetic shielding func-
tion, as given in eq 2.12. The IMF is also related to
the current density through Biot-Savart’s law, as
discussed in section 2 (see eq 2.2). In the Pople ring
current model of benzene, discussed in popular NMR
textbooks,206 the Biot-Savart law is applied on a
fictitious ring current. Also, in the intensive debate
on the applicability of this model, the benzene aro-
maticity is discussed in terms of a magnetic field
induced by projected ring currents.91,92,94

The IMF is, however, also directly accessible
through the shielding function. By the simple linear
relation of eq 2.3, it is computed as the negative
product of the shielding tensor with the external (or
applied) magnetic field. Hence, the knowledge of the
shielding function can be immediately transferred to
the induced field. Such a study has been performed
recently by Merino, Heine, and Seifert.95 They showed

that the IMF reveals important information on elec-
tron delocalization and, furthermore, of its kind: If
organic cycles are studied and π-delocalization, or a
ring current, is assumed, the external field is pointing
perpendicular to the ring. In this case, nonconjugated
systems, such as cyclobutane or cyclohexane, only
show a short-range response to the magnetic field.
In all areas of the molecule except for the immediate
vicinity of atoms and bonds, the induced field is small
(Figure 13). This is different for conjugated rings:
Both antiaromatic D2h cyclobutadiene and D6h ben-
zene show IMFs far away from the molecule and
significant contributions in the ring centers. How-
ever, the induced fields are either in line with the
applied field, hence increasing it (paratropic), for
antiaromatic compounds, or against the field, shield-
ing it (diatropic) for aromatic compounds. A detailed
analysis of the magnetic field is given in Figure 13
for benzene. In the center, the isosurface of (5 ppm
for the Bz component is given. At the faces of the box,
the projected field lines |BBind| ) const are given for
the plane parallel to the face cutting the molecular
center. The IMF analysis has been applied recently

Figure 12. Comparison of the calculated 0.5 ppm shielding surface for annulated aromatic ring systems: (a) benzene, (b)
naphthalene, (c) anthracene, (d) tetracene, and (e) pentacene. View in the plane of the molecules. Distances on both axes
are given in Ångstroms. Reprinted with permission from ref 66. Copyright 2001 Royal Society of Chemistry.

Figure 13. Plot of the 5 ppm isosurface of the z-component of the IMF of (a) benzene, (b) cyclohexane, and (c) cyclobutadiene.
Contour lines of the z-component of the IMF through the molecular center are plotted at the faces of the box. Blue and red
indicate shielding and deshielding areas, respectively. Adapted in part with permission from ref 95. Copyright 2004 Wiley-
VCH.
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to understand the electronic properties of compounds
containing a planar tetracoordinate carbon,207 and
studies of other systems, including Al4n- moieties and
conjugated double rings, are in progress.

6. Electron Delocalization and Magnetic
Response of Example Molecules: Benzene,
Cyclobutadiene, and Al 4

n-
As we have shown in the previous two sections,

electron delocalization, especially in cyclic molecules,
is conveniently assessed by magnetic criteria, that
is, by current densities, by the tensorial shielding
function, or by quantities that are directly related to
these properties. Although the amount of applications
analyzed using the approaches discussed above is
enormous, the number of systems that have been
studied with all, or at least most of the methods, are
rather limited. However, there are four interesting
cases, which were studied quite intensively. These
are the “aromatic standard” D6h benzene, the “anti-
aromatic standard” cyclobutadiene, either D2h or
forced into D4h symmetry, and forms of the newly
synthesized molecules based on planar Al4

2- and
Al4

4- 208,209 ions (see Figure 14).

Hückel theory can formally be applied to each of
these species, as they are all planar and exhibit an
electronic π-system. Counting of π-electrons reveals
six electrons for benzene, four for cyclobutadiene, two
for Al4

2-, and four for Al4
4-. Diagonalization of the

Hückel matrix results in closed shell, or “Hückel
aromatic”, π-systems for benzene and Al4

2-, and open
shell, or “Hückel antiaromatic”, π-systems for cyclob-
utadiene and Al4

4-, both in D4h symmetry (see Figure
15).

Electron localization techniques such as Pipek-
Mezey129 or Foster-Boys,131-133 as well as NBO
analysis,128 show that the σ-systems of the annulenes,
including benzene and cyclobutadiene, can be easily
localized, and each LMO can be assigned to a bond.
However, the nonlocalizability of the σ-system in
Al4

n- clusters using such procedures demonstrates
the prevailing role of the σ-orbitals in the diamag-
netic character of these metallic systems. Indeed, the
current density maps of the six Pipek-Mezey local-

ized σ-valence orbitals plotted by Fowler et al.210 are
intrinsically delocalized (see Figure 16).

Figure 15. Hückel diagram for (a) D6h and (b) D4h
annulenes. R denotes the diagonal, and â denotes the next
neighbor elements of the Hückel Hamilton matrix.

Figure 16. Localized σ-valence orbitals (left) and orbital
current densities (right) in Al4

2-: (a) one of the four
equivalent lone pair hybrid orbitals produced by Pipek-
Mezey localization, and (b and c) the cluster-bonding
combinations produced by the same procedure. All maps
are plotted in the molecular plane. Reprinted with permis-
sion from ref 210. Copyright 2002 Elsevier B. V.

Figure 14. Geometrical parameters of (a) D6h benzene and
(b) D2h C4H4 at the B3LYP/6-311+G** level and (c) D4h
Al4

2- and (d) Cs Al4Li3
- at the PW91/DZVP level.

Magnetic Shielding of Molecules and π-Electron Delocalization Chemical Reviews, 2005, Vol. 105, No. 10 3905



Santos et al. have studied both the total and the
σ-π separated electron localization functions
(ELF)171,211,212 of these molecules.213 They separated
the total electron density into σ- and π-contributions
and applied the ELF analysis independently to the
total density as well as to the density arising from
σ- and π-electrons. Furthermore, they quantified the
degree of delocalization employing the bifurcation
technique.214 The points of bifurcation have been
interpreted as a measure of the interaction among
the different ELF basins and, chemically, as a
measure of electron delocalization.214,215 Looking at
Figure 17, one can observe that the bifurcation value

for the total ELF does not give a clear separation
between the aromatic and the antiaromatic systems,
whereas the bifurcation value for the ELFπ gives a
clear separation. The aromatic rings present a high
bifurcation value (0.91 for benzene), while the anti-
aromatic systems show rather small values (0.11 for
the D2h structure of cyclobutadiene). The D4h Al4

2-

ion presents a surprisingly high ELFπ bifurcation
value of 0.99, higher even than the value assigned
to benzene. Note that this ion also presents a high
bifurcation value for the ELFσ ∼0.88, which agrees
with the prediction of a strong σ-delocalization in
their four centers (which are nicely visualized in a
plot of ELFσ in Figure 3 of ref 213).

Further evidence of the σ-delocalization in the D4h
Al4

2- can be given by both the orbital contribution to
the current density map and the analysis of the
individual canonical molecular orbital (CMO) contri-
butions to NICS (CMO-NICS), as described in more
detail in the review of Chen et al.105 Within gradient-
corrected DFT, the six σ-orbitals contribute more
than 50% of the diatropicity of D4h Al4

2-,216 while the
sum of the CMO-NICS contributions of the σ-orbit-
als in both benzene and D2h cyclobutadiene is positive
(paratropic).120 The Al4

2- therefore benefits from both
σ- and π-delocalization, thus justifying the stronger
diatropic ring current (ARCS), benzene (9-12 nA T-1

for Al4Li- as compared to 8 nA T-1 for benzene).191

In contrast, the magnetic character of annulenes is
essentially determined by the property of the π-sub-
system. Indeed, the overall diamagnetism of the
benzene molecule is the result of cancellation of the

effects of the paramagnetic circulation by the domi-
nating diamagnetic contribution. The induced, first-
order current density field for benzene in the molec-
ular plane, obtained by Malagoli84,98,217 using the
CTOCD-DZ method (see Figure 18), clearly shows a

paramagnetic circulation around the center of the
ring due to the σ-electrons. In addition, while σ-elec-
trons give rise to a diamagnetic local vortex close to
the nucleus positions, the π-electrons are responsible
for the diamagnetic circulations over the molecule as
a whole, dominating the overall magnetic property
of benzene.

Also, the torus-like topology of the ACID isosurface
of benzene indicates a strong diamagnetic ring cur-
rent.178 Similar conclusions can be given using the
very recent GIMIC method suggested by Jusélius,
Sundholm, and Gauss.86 The GIMIC method offers
to integrate the current density along a cross-section,
thus allowing a better classification of current densi-
ties, as pointed out by Jusélius, Sundholm, and
Gauss: “Although the current density is a proper
quantum mechanical observable, it has not been
directly observed experimentally. As such, current
density maps can convey information about mol-
ecules, thus aiding the understanding of the current
paths in the molecule. However, current density plots
do not provide any quantifiable measures of the
current strengths nor are they suitable for comparing
current strengths in different molecular systems. By
integration over the current flow passing through
specific bonds, it is possible to obtain the net current
strengths around a molecular ring or through a
bond.”86 Indeed, the integration of current densities
in cross-sections can provide further information
about the current flows in a molecule, as shown in
Figure 19: In Figure 19a, the current density is

Figure 17. π-Localization domains for ELFπ ) 0.3, 0.7,
and its respective bifurcation values. This figure has been
kindly provided by Prof. P. Fuentealba.

Figure 18. Projected diraction of the induced first-order,
current density field for benzene, in the molecular plane
(d ) 0) and in planes parallel with it at distances of d )
0.13, 0.26, 0.39, and 0.52 bohr with the CTOCD-DZ method.
Reprinted with permission from an adaptation of refs 84,
98, and 217. Copyright 2000 Elsevier Science B. V.
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integrated along the z-axis, so perpendicular to the
molecular plane, starting at the molecular plane (z
) 0) until about z ) 3 Å. The integrated current is
diamagnetic and is saturated at about z ) 2 Å.
Within the GIMIC method, the paramagnetic current
contribution is saturated earlier at z ) 1 Å, indicating
that it is dominated by the σ-framework. In Figure
19b, the current density is integrated along the radial
distance from the ring center. The paramagnetic
contributions arise close to the ring center, and the
integrated current becomes diamagnetic after the
current density has been integrated over the bonds.

In cyclobutadiene, the situation is reverse: Close
to the molecular plane, a small diamagnetic current
appears, while a much stronger paramagnetic cur-
rent is induced and contributes for about 4 Å along
the z-axis (Figure 19c). The GIMIC method can be
employed together with high levels of theory, as, for
example, with coupled cluster calculations, as shown
in Figure 19d.

The prevalent role of the π-electrons in aromatic
annulenes can also be evaluated in terms of their
isotropic shieldings at the ring center (NICSπ). In
these high-symmetry cases, the ring center coincides
with the ring critical point of the electron density and
the stagnation point of the current density. Indeed,
both the GIAO (CMO-NICSπ)120 and the LORG59

techniques, applied with different underlying electron
densities, give values larger than -20 ppm (-25.4
and -21.1 ppm, respectively) for benzene. In sharp
contrast, the CMO-NICSπ of the paratropic D2h cy-
clobutadiene is only +1.4 ppm.120

For nearly open shell systems such as C4H4 (i.e.,
for systems having a small HOMO-LUMO energy
gap), NMR computations using perturbation theory
suffer from numerical inaccuracies, and the level of
theory might become important.218 For instance,
highly correlated methods such as CCSD/TZP give a
smaller response than uncorrelated HF and hence
smaller ring current as shown by comparing the

ARCS function (eq 4.2) of C4H4 at different levels of
theory (see Figure 19d).

The CMO-NICS values of the σ-system of Al4
4- are

found to be very similar to those of Al4
2-, but the

paratropic delocalization of the 4π-electrons partially
overcomes the σ-diatropicity for Al4

4-. However,
unlike the Hückel antiaromatic cyclobutadiene, Al4

4-

still sustains a weak diatropic ring current.159,191,216

These results further suggest that the π-electron
counting rule used by Boldyrev and Wang208 is
misleading for predicting electronic delocalization in
these molecules, in which the ring current effect
cannot be solely attributed to the π-system (more
details of this controversy can be found in Chem. Eng.
News 2003, Dec 15, 23).

Unlike in aromatic annulenes, the shielding in
σ-aromatic molecules becomes paratropic at distances
further from the center: The σ-ring current effects
fall off away from rings much more rapidly than do
π-effects. Although the ACID of Herges178 has not yet
been applied to σ-aromatic metal clusters, the il-
lustration of the cyclic σ-type conjugation in cyclo-
propane using this method suggests that its appli-
cation to these clusters may bring interesting insight.
The Al4

n- moieties have also been studied employing
the GIMIC method to produce integrated current
densities (Table 2). The method also allows one to

subtract disturbing effects coming from the sur-
rounding Li cations. The GIMIC method clearly
shows that the Al4

2- moiety is a diamagnetic molecule
as no paramagnetic current is observed.

The total ring current is 25 ( 1 nA T-1 and is
independent of the number of counterions used to
stabilize the molecule. Even though numerical dif-
ferences are larger for Al4Li3

- and Al4Li4, these
systems exhibit a strong paramagnetic current. This
current is to some extent attributed to the Li ions,
but most of it arises from the aluminum framework.
The diamagnetic current is found to be only half of
that of Al4

2-, leading to a vanishing net total ring
current for the Al4

4- species.
Finally, the electron delocalization in these proto-

type systems is nicely illustrated by the plots of the
IMF. As discussed in more detail in section 5, when
applying an external magnetic field in the direction
perpendicular to the molecular plane, antiaromatic
annulenes such as C4H4 show a strong, long-ranged,
paratropic response inside the ring. In contrast, the
response inside the ring of the 4n + 2 π-electron
systems is purely diatropic. In Al4

2-, the external
magnetic field applied perpendicular to the ring also
induces a long-ranged diatropic field inside the ring
(Figure 20).219 Indeed, the same magnetic response
is observed for the IMF in both benzene and Al4

2-.
Although the IMF can convey information above the

Figure 19. (a) Integrated current densities (GIMIC) of
benzene with respect to the cross-section increasing per-
pendicular to the ring, (b) integrated GIMIC of benzene
with cross-section chosen as diameter in the ring, (c) GIMIC
of cylcobutadiene with cross-section perpendicular to the
ring, and (d) comparison of the ARCS function for C4H4 at
the HF and CCSD/TZP levels. These figures have been
kindly provided by Dr. Dage Sundholm.

Table 2. GIMIC86 Currents (nA/T) Above and Below
the Ring at the CCSD/TZP Level

Al4Li- Al4Li2 Al4Li3
- Al4Li4

diamagnetic current 30.5 36.7 18.4 17.1
paramagnetic current 0.0 0.0 -22.2 -20.5
total current 30.5 36.7 -3.8 -3.4
contribution from Li 5.5 11.0 -4.5 -6.5
total ring current 25.0 25.7 0.7 3.1
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magnetic properties of molecules, it does not distin-
guish σ- from π-diatropic delocalization in Al4

2-.
Hence, the IMF analysis should be extended, and
contributions arising from the decomposed shielding
function, as done in dissected NICS, should be used
to gain more information on the magnetic response
of both σ- and π-systems.

7. Conclusions
In this review, special emphasis has been given to

the computation of the magnetic shielding function
associated to the response of a molecule toward an
external magnetic field. It has been shown that the
shielding function can be computed at any position
in space and that the function is identical to the NMR
chemical shielding tensors when calculated at the
positions of the nuclei. In particular, the special
properties of aromatic molecules induced by a mag-
netic perturbation have been discussed in terms of
the magnetic shielding function, the ring current
model, and the electron delocalization.

The qualitative analysis of aromatic character
using the descriptors of current density or the ten-
sorial magnetic shielding functions is rather insensi-
tive to the computational method: The agreement
between semiempirical, density functional-based and
both, correlated and uncorrelated, ab initio methods
is relatively good. Indeed, the way of treating the
gauge problem, and perhaps problems with basis set
convergence initiated due to an inefficient treatment
of the gauge, affects the results usually more than
the theoretical method itself.

The special role of electron delocalization of π-sys-
tems in carbon structures is discussed from the
viewpoint of the establishment of semiempirical
methods and in terms of various applications. In the
fourth section, we discussed several models, which
are related to the current density, namely, the
mapping of the current density in several approaches,
the topological analysis of the current density, the
ACID approach, and the ARCS method. The fifth
chapter was devoted to methods that are directly
related with the computation of the magnetic shield-
ing function in and around molecules. We have shown
that a number of closely related approaches focus on
the computation of the magnetic shielding function,
either as a tensor or their isotropic value. As these
approaches have been developed to suit different
purposes, a unification of the terminology will be

helpful for the general chemical community. The IMF
can be computed directly from the shielding function
and is also reviewed in section 5. Finally, in section
6, we compared the results of most of the methods
discussed in this review on four illustrative mol-
ecules: the aromatic standard, benzene; the antiaro-
matic standard, D2h cyclobutadiene; and the Al42- and
Al4

4- clusters, which had led to controversial inter-
pretations of aromaticity in the recent literature. In
conclusion, each of the methods discussed in this
article provides complementary insight and relevant
information about the induced ring currents exhib-
ited by these benchmark molecules. The interpreta-
tion of magnetic properties of a molecule may obvi-
ously vary when comparing different approaches. For
instance, the current density maps, which display a
vector field, only propose a qualitative view of the
ring current. In contrast, the scalar fields provided
by the NICS, the ACID, the IMF, or the GIMIC
methods offer a quantitative view of the magnetic
response. Also, the decomposition of any of these
magnetic properties into its separated σ- and π-con-
tributions provides a much more detailed insight as
compared to the total electronic contribution.
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tions; Kaupp, M., Bühl, M., Malkin, V. G., Eds.; Wiley-VCH:
Weinheim, 2004.

(65) Wolinski, K. J. Chem. Phys. 1997, 106, 6061.
(66) Klod, S.; Kleinpeter, E. J. Chem. Soc., Perkin Trans. 2 2001,

1893.
(67) Okninski, A.; Sadlej, A. J. Acta Phys. Pol. A 1975, 48, 455.
(68) Okninski, A.; Sadlej, A. J. Acta Phys. Pol. A 1975, 48, 435.
(69) Rossikhin, V. V.; Kuzmenko, V. V.; Voronkov, E. O.; Zaslavskaya,

L. I. J. Phys. Chem. 1996, 100, 19801.
(70) Sadlej, A. J. Mol. Phys. 1973, 26, 1445.
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